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Particles bound to fluid-fluid interfaces are widely used to study self-assembly and to make materials such
as Pickering emulsions. In both contexts, the lateral interactions between such particles have been studied
extensively. However, much less is known about the normal interactions between a particle and the interface
prior to contact. We use digital holographic microscopy to measure the dynamics of individual micrometer-
size colloidal particles as they approach an interface between an aqueous phase and oil. Our measurements
show that the interaction between the particle and interface changes nonmonotonically as a function of salt
concentration, from repulsive at 1 mM to attractive at tens of mM to negligible at 100 mM and attractive again
above 200 mM. In the attractive regimes, the particles can bind to the interface at nanometer-scale separation
without breaching it. Classical Derjaguin-Landau-Verwey-Overbeek theory does not explain these observations.
However, a theory that accounts for nonlinear screening and correlations between the ions does predict the
nonmonotonic dependence on salt concentration and produces trajectories that agree with experimental data. We
further show that the normal interactions determine the lateral interactions between particles that are bound to
the interface. Because the interactions we observe occur at salt concentrations used to make Pickering emulsions
and other particle-laden interfaces, our results suggest that particle arrangements at the interface are likely out of
equilibrium on experimental timescales.

DOI: 10.1103/PhysRevE.100.042605

I. INTRODUCTION

The strong attraction between solid colloidal particles and
fluid interfaces has enabled a wide range of practical ap-
plications and fundamental condensed-matter studies. This
attraction is usually explained by partial wetting: A particle
that sticks to the interface in fact breaches it, so it is partially
wetted by both phases. The breaching removes some of the
interfacial area, typically yielding a decrease in interfacial
energy per particle of 102–107 times the thermal energy kT
[1]. The adsorbed particles can stabilize droplets of one liquid
(such as oil) in another, immiscible one (such as water),
even in the absence of surfactants [2]. These systems, called
Pickering emulsions, are useful for encapsulation [3], biolog-
ical assays [4], and making nanostructured materials [1,5,6].
Similar systems, in which particles adsorb to planar air-water
interfaces, are used to create model two-dimensional systems
for studying phase transitions [7–9].

Yet even in the simplest systems, which consist of spherical
solid particles and planar interfaces (and where the particles
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are sufficiently small that they do not distort the interface),
the interactions between adsorbed particles are surprisingly
complex. We call these the lateral interactions [Fig. 1(a)].
Experiments have reported lateral interactions that are re-
pulsive and long ranged [10], attractive and long ranged
[11,12], and/or heterogeneous [13–15]. These experiments
have spurred the development of increasingly sophisticated
models of the electrostatic interactions between adsorbed
particles [16–18] and have highlighted the role of lateral
capillary interactions [12,19] induced by contact-line pinning.
Understanding the lateral interactions is important because
they control emergent properties such as the interfacial rhe-
ology, stability of Pickering emulsions, and dynamics of self-
assembly at the interface.

Less well studied are the normal interactions, which op-
erate between a particle and the interface [Fig. 1(a)]. The
normal interactions can determine the lateral interactions;
for instance, the electrostatic interactions between particles
at the interface depend on how much the particles protrude
into either phase. To understand the normal interactions, we
measure the dynamics of adsorption as a function of salt
concentration with high spatial and temporal precision. Our
experiments reveal the height of the particle relative to the
interface [20,21] and the fluctuations in height with time. By
contrast, many previous experiments do not measure these
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FIG. 1. (a) On the left is a schematic of the normal and lateral
interactions and on the right a schematic of two ways in which parti-
cles can bind to the interface. (b) Diagram of the all-optical apparatus
used to push a particle to an interface and capture holograms, which
are used to measure the particle position in three dimensions.

variables, and thus do not reveal whether the particle has
reached its equilibrium height or even if it has breached the
interface in the first place.

By studying the dynamics in detail, we find that the
normal interaction appears to vary nonmonotonically with
salt concentration. Using a liquid-state theory of electrostatic
interactions, we show that the normal interactions between
the particle and the interface and their salt dependence arise
from the structure of the ion cloud around the particles,
and the geometric constraints imposed by the interface and
the colloidal surface. We then illustrate the relevance of
our single-particle observations to bulk phase behavior by
studying the assembly of particles at an interface. Overall, our
observations of the interactions and dynamics, which occur
over a range of salt concentrations that are not infrequently
used in Pickering-like systems, illustrate the critical role that
nonequilibrium processes might play in the self-assembly of
particles at interfaces.

II. RESULTS AND DISCUSSION

We use digital holographic microscopy [Fig. 1(b)] to track
colloidal particles with nanometer-scale precision in all three
dimensions as they approach a planar oil-water interface,
where glycerol is added to the aqueous phase to match the
refractive index of the oil (see Appendix A). We push each
particle gently toward the interface with radiation pressure
from an out-of-focus optical trap [20]. In all of our experi-
ments, the particle remains free to rotate, and the interface
remains undeformed under the weak radiation pressure: Given
a maximum radiation force of 10−12 N and an interfacial
tension of 37 mN/m, the deformation of the interface should
be less than 0.1 nm. Because our measurements track the
particle height over time (even after it breaches the interface),
we can distinguish different modes of binding.

A. Three types of normal interactions

We find that the interaction between the particle and the
interface depends on the salt concentration. At 100 mM
NaCl and higher, all the trajectories of sulfate- and carboxyl-
functionalized polystyrene particles show a kink [Fig. 2(a)],
the signature of partial wetting [20]. After the kink, the
particles are so strongly bound to the interface that we cannot

(a)

(b)

(c)

FIG. 2. Negatively charged polystyrene particles show three
types of normal interactions. The upper plots show the height z of
1.9-μm-diam sulfate polystyrene particles (measured from the focal
plane of the objective) as the particles move toward an interface
between the glycerol-water system and decane under weak radia-
tion pressure (data shown at 100 Hz). The lower plots show the
fluctuations in height �z2, defined as the square of the particle’s
displacement from its mean height at a given time t , as calculated
from a centered sliding average with a 1-s window. (a) At moderate
NaCl concentrations (100 mM), particles breach the interface (11 s).
Because of the rapid movement of the particle during the breach, we
do not show the fluctuations in this part of the trajectory. (b) At low
NaCl concentrations (tens of mM), particles approach the interface
and bind to it without breaching it. Binding is evidenced by the de-
crease in fluctuations at about 4 s. (c) At very low salt concentrations
(less than 10 mM), particles approach the interface and do not bind,
as evidenced by the large fluctuations.

remove them with the optical trap. At 25 mM NaCl and lower,
the initial part of the trajectories looks similar to that at higher
salt concentrations, but there is no kink [Figs. 2(b) and 2(c)].
These trajectories suggest that there is a repulsive barrier
to breaching the interface. Indeed, at salt concentrations of
10 mM NaCl or lower, we can remove the particles with the
optical trap, and we cannot force them to adsorb even by ap-
plying the maximum upward radiation force of about 10 pN.

However, at salt concentrations of 25 mM, we cannot
remove particles from the vicinity of the interface using the
optical trap. Furthermore, although the trajectories of particles
at 25 mM NaCl [Fig. 2(b)] appear almost identical to those
at 1 mM [Fig. 2(c)]—that is, there is no kink and the raw
trajectories agree well with those predicted by hydrodynamic
calculations [20,22]—the fluctuations in particle height [lower
plot of Fig. 2(b)] are comparable to those of a particle that
has breached the interface [lower plot of Fig. 2(a)] and much
smaller than those of particles at low salt concentration [lower
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FIG. 3. Binding without breaching also affects particles at high
salt concentrations before they breach. Top plot shows a 200-Hz
trajectory of a 1.4-μm-diam particle in a 1 M NaCl aqueous solution.
The reduction in fluctuations from the mean position averaged over
a 0.2-s window (bottom plot) reveals that the particle binds to the
interface at about 1.5 s without breaching it. The particle breaches
the interface at around 2.5 s.

plot of Fig. 2(c)]. Both of these observations indicate that the
particles are caught in a potential well.

The measured fluctuations also reveal that a potential well
affects particles at NaCl concentrations much greater than
100 mM NaCl, though at these concentrations all particles
eventually breach. The 1.4-μm-diam sulfate latex particle
shown in Fig. 3 is in a 1 M NaCl solution and binds to the
interface without breaching for about 1 s before it finally
breaches. The presence of binding without breaching at high
salt concentrations, where electrostatic interactions are heav-
ily screened and particles should breach readily, is surprising.

Taken together, these observations show that there are three
different normal interactions in four salt regimes: At very low
salt (10 mM or lower), no breaching occurs and the particle is
repelled by the interface. At low salt (tens of mM), particles
bind to the interface without breaching it. At moderate salt
(100 mM), particles bind to the interface only through a
capillary interaction (they do not bind before breaching). At
high salt (greater than 100 mM), particles bind to the interface
without breaching and subsequently breach.

High-speed measurements of the trajectories and fluctua-
tions for 2.0-μm-diam carboxyl latex particles confirm that
the attraction between the particle and interface is nonmono-
tonic with salt concentration (Fig. 4). Particles at low (50 mM)
and high (250 mM) NaCl concentrations breach abruptly,
whereas particles at moderate concentrations (75–175 mM)
accelerate toward the interface before breaching it [Fig. 4(a)].
The small fluctuations of the particles at 50 mM and 250 mM
NaCl [Fig. 4(b)] show that they are in an attractive well before
breaching. By contrast, the particles at salt concentrations be-
tween these values breach from an unbound state [Fig. 4(c)].

We find also that the normal interactions can vary with
time. For example, at low NaCl concentrations (50 mM and
below), we observe both polystyrene and silica particles (see
Appendix C) bind, unbind, and then bind again in less than a
minute. Our observations of reentrant attraction and variation
with time suggest that the electrostatic interactions are more
complex than simple double-layer interactions, which we
would expect to vary monotonically with salt concentration.

B. Lateral interactions

Because we expect the lateral interaction between particles
to control the properties of particle-laden interfaces such as

(a)

(c)(b)

50 mM

75 mM
100 mM

175 mM

250 mM

Breach

FIG. 4. Binding without breaching is reentrant with salt con-
centration. (a) The trajectories are of 2.0-μm-diam carboxyl latex
particles and are taken at 4807.7 Hz. Here zbreach is the height of the
particle in the frame just before the breach, which occurs at tbreach.
(b) The fluctuations are calculated from a centered 0.2-s sliding aver-
age of z(t ). (c) The speed of the particle �z/�t is measured at �t =
2.08 ms before the breach. The particles at the highest and lowest
salt concentrations breach abruptly and have smaller fluctuations
before breaching. Particles at intermediate concentrations have larger
fluctuations and speeds before breaching.

Pickering emulsions, we also explore such interactions be-
tween both types of bound particles: those that have breached
and those that have not. We suspend 1.9-μm-diam sulfate
polystyrene particles in various NaCl concentrations from 25
to 100 mM without any glycerol. We invert the sample cells to
allow particles to sediment toward the oil-water interface for
1 h, then turn them back upright and image the interface after
1 h, allowing any unbound particles to settle after the sample
is turned upright. All particles are therefore either bound to
the interface (whether breaching or not) or at the bottom
of the sample chamber; none remain suspended. Furthermore,
the interface is not saturated with particles in any of the
samples.

We find that the fraction of particles that bind to the inter-
face increases with the salt concentration, as expected from
our holographic measurements of the normal interactions. By
comparing microscopy images of the bottom of the sample
chamber (see Appendix C) to those of the interface, we find
that at 25 mM (Debye screening length κ−1 ≈ 1.9 nm) about
35% of particles bind, while at 37.5 mM (κ−1 ≈ 1.6 nm)
about 95% bind. At salt concentrations from 50 to 100 mM,
the particles form long-range repulsive crystals, similar to
those reported in other studies [7,10]. We note that in the
glycerol-free system shown here, the critical salt concentra-
tion at which all particles breach is 50 mM. For the glycerol-
water system used in the holography experiments, the critical
concentration is 100 mM.

Although the interfaces at lower salt concentrations appear
disordered (Fig. 5), some of the particles are in fact ordered.
Because breaching particles are partially wetted by decane,
we can distinguish them optically from those that do not
breach the interface: Breaching particles have a lower relative
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(a) (b) (c)

FIG. 5. Lateral interactions between particles breaching the in-
terface appear unaffected by those that have bound without breach-
ing. Panels show the same optical micrograph of particles at or near
the interface in a sample with 37.5 mM salt. In (b) breaching particles
are circled, showing that these particles have formed a crystal. The
ordering is not readily apparent in (a). In (c) the particles that have
bound without breaching are circled. Scale bar represents 10 μm.

refractive index (mdecane = nparticle/ndecane = 1.12) and have
lower contrast than particles that are bound without breaching
(mwater = 1.19). Identifying only the breaching particles, as
shown in Fig. 5(b), makes it clear that they form a repul-
sive crystal. The apparent disorder at the interface is due
to the presence of particles that are bound without having
breached [Fig. 5(c)]. Although we do see a weak attraction
between particles bound without breaching and those that
have breached (see the movie in the Supplemental Material
[23]), this attraction does not appear to affect the formation of
the repulsive crystal.

Once the particles that are bound without breaching even-
tually breach, they force the breaching particles to rearrange.
Thus, the number of breaching particles and the ordering
of particles at the interface increases with time, as shown
in Fig. 6. The order is evidenced by the distinct peaks in
the Fourier transforms of the micrographs. At longer times,
the Fourier peaks become brighter and the spacing between

21 hrs6.5 hrs1 hr

(a) (b) (c)

FIG. 6. The interface becomes more ordered over time, as parti-
cles that are bound without breaching eventually breach and become
part of the crystal. The top row shows bright-field microscopy images
of a 37.5 mM NaCl sample at (a) 1 h, (b) 6.5 h, and (c) 21 h after the
sample is inverted. Particles that are bound without breaching are
circled. The bottom row shows Fourier transforms of the top images,
with the central DC pixel blocked to enhance contrast. Scale bars are
10 μm (top) and 0.1 μm−1 (bottom).

peaks increases, reflecting a decrease in the lattice spacing
[Figs. 6(b) and 6(c)].

From these observations we conclude the following. There
are two types of bound particles, particles that breach the
interface and particles that are bound without breaching, and
three types of lateral interactions: (i) Breaching particles inter-
act with other breaching particles through a strong repulsive
interaction that causes them to crystallize, (ii) bound-but-not-
breaching particles interact weakly with other bound-but-not-
breaching particles, and (iii) bound-but-not-breaching parti-
cles have a weak attraction to breaching particles. Thus, the
normal interaction (binding by breaching or binding without
breaching) determines the lateral interactions at the interface.

Finally, we consider what our observations tell us about
many-particle effects. The fact that the bound-but-not-
breaching particles do not perturb the crystal formed by the
breaching particles suggests that interactions of type (iii) do
not affect interactions of type (i).

C. Characterizing the normal interaction

The results of the preceding section show that the structure
of particles at an interface is determined not only by particles
that bind by breaching, but also by particles that bind with-
out breaching. Therefore, we now turn to understanding the
origins of binding without breaching.

Jensenius and Zocchi [24] found that polystyrene spheres
have surface-bound polymer chains, approximately 50 nm
long, that can tether the particles to a surface with an effec-
tive stiffness of 1.5 mN/m. Such tethering is unlikely to be
responsible for the interactions we observe, for two reasons.
First, we observe a similar attraction with silica particles (see
Appendix C), which should not have any surface-bound
chains. Second, the attraction is reentrant with salt concen-
tration. Although reentrant effects have been reported in poly-
mers, they appear to result from strong electrostatic interac-
tions in multivalent salt solutions [25,26], conditions different
from those in our system.

Leunissen et al. [27] and Kelleher et al. [28] showed
that colloidal particles in oil can bind to an oil-water in-
terface without wetting the aqueous phase. The attraction
arises from image-charge attraction, extreme hydrophobicity,
and, as shown recently, repulsive van der Waals forces [29].
However, in this system, the state in which particles bind
without breaching is the lowest-energy state. In ours, particles
that are bound without breaching can reach a lower-energy
state by breaching. Furthermore, in our system, the particles
are in the aqueous phase and the image-charge forces are
repulsive, not attractive. Finally, we observe a more complex
set of interactions as a function of the salt concentration.

The short-range secondary minimum predicted by
Derjaguin-Landau-Verwey-Overbeek (DLVO) theory at
certain salt concentrations [30] might seem to explain the
interaction we see. Helden et al. [31] used DLVO theory to
fit experimental measurements of the interaction between
oil droplets and an oil-water interface. However, for our
experimental system, DLVO theory does not explain the
observed binding, nor does it account for its reentrance at
higher salt concentrations (see Appendix D). In our system,
the van der Waals interaction between a particle and the
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interface is much weaker than in the system used by Helden
et al., where the oil phase had a refractive index of 1.47.

Having determined that none of the above nonelectrostatic
and classical electrostatic arguments explain our observations
of the binding, we turn to a more sophisticated electrostatic
model based on a liquid-state theory [32–34]. The theory
accounts for the effect of electrostatic screening by the ions,
similar to widely used theories such as DLVO theory and
Poisson-Boltzmann or Gouy-Chapman theory, but it treats the
ions as finite-size particles instead of as a structureless cloud
of point particles. Classical DLVO theory does not account for
the nonlinear screening and the steric effects, which we expect
to be important at the salt concentrations used in the experi-
ments, based on the predictions of Zwanikken and Olvera de
la Cruz [32] and Jing et al. [34]. For these concentrations it
was found that correlations have a significant effect on the ion
density and the osmotic pressure, close to an interface, if the
salt concentration exceeds about 100 mM. We calculate the
activity coefficient of the ions, via the pair correlation func-
tions, by solving the Ornstein-Zernike (OZ) equation under
the anisotropic hypernetted-chain closure (AHNC), based on
the initial work of Kjellander and Marcělja [33]. The ions are
assumed to be hard unpolarizable spheres with a diameter of
0.7 nm (larger than the Bohr radius due to hydration) with a
Coulomb potential. For further details see Appendix B.

We find that monovalent ions at concentrations above
100 mM show a distinct structure resembling that of a
correlated liquid rather than a gas of point particles or a
frozen solid, as in the work by Zwanikken and Olvera de
la Cruz [32] and Jing et al. [34]. Because of the boundary
conditions imposed by the oil-water interface and the colloidal
surface, the ions do not form the lowest-energy structure
that they would form in bulk, but instead form a compro-
mised structure, leading to a slightly positive contribution
to the chemical potential near the particle and the interface.
Although the effect is small for a single ion—the chemical
potential of a single confined ion increases by a fraction of
the thermal energy—the contribution from the affected ion
cloud of a colloidal particle can easily exceed the thermal
energy. After calculating the pair correlation functions and
the position-dependent chemical potential of the ions using
OZ-AHNC theory, we evaluate the local density according to
the (nonideal) Boltzmann distribution and finally the osmotic
disjoining pressure between the colloidal surface and the
water-decane interface by summing all the forces that the
confined ions exert on the boundaries [32–34]. This approach
also explicitly includes the effects of polarization charge
at the interface and the colloidal surface. Dispersion forces
are included similarly to DLVO theory, after estimating an
appropriate Hamaker constant. The method involves very few
assumptions in the statistics apart from the (highly accurate)
AHNC closure, but it does include simplifying assumptions:
The liquids are assumed to be uniform structureless dielectric
media, the colloidal surface perfectly flat, and the ion cloud in
an equilibrium state.

Using this approach with parameters corresponding to our
experimental system, we find two regimes in which particles
bind without breaching. For 1.9-μm-diam sulfate polystyrene
particles near an interface between the glycerol-water system
and decane, there is a potential well about 1–12 nm from the
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FIG. 7. A liquid-state theory predicts mean potentials between
a polystyrene particle and an interface with the glycerol-water sys-
tem on one side and decane on the other. The calculations reveal
a potential well at 20–70 mM NaCl and above 325 mM NaCl
(inset). (b) The position of the potential minimum zmin decreases
with increasing salt concentration, disappears, and then reappears at
higher salt concentration. The ion diameter is shown by the dotted
line. (c) The fluctuations of the particle in the well also decrease
with salt concentration until the well disappears at about 70 mM.
At concentrations above 325 mM, the well appears again.

interface for NaCl concentrations between 20 and 70 mM
(Fig. 7), consistent with our observations (Fig. 4). At salt
concentrations above 325 mM NaCl, the simulations again
predict a potential well, at a slightly higher salt concentration
than that observed in experiments (250 mM).

The potential well at lower salt concentrations arises from
the competition between a van der Waals attraction and a
screened Coulomb repulsion, reminiscent of DLVO theory but
including important additional effects that become dominant
at higher salt concentrations, as mentioned above. Our calcu-
lations show that the screened Coulomb interaction collapses
upon the addition of salt much more drastically than in DLVO
theory and even becomes attractive above approximately
100 mM.

At higher salt concentrations (325–350 mM), the screened
Coulomb potential develops oscillations, including a potential
barrier near contact. These effects originate from the struc-
ture in the ion cloud and the geometric constraints that the
oil-water interface and the colloidal particles impose on the
structure. The oscillations in the landscape of the effective
potential result from a balance between optimal packing and
an optimal electrostatic configuration.

The discrepancy between the observed (250 mM) and
predicted (325–350 mM) salt concentrations at which the
potential well reenters is not surprising, given that at high
salt concentrations, the calculations are sensitive to param-
eters such as the Hamaker constant and charge of the par-
ticles. Indeed, our observations of time-varying interactions
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(Figs. 6, 9, and 10) suggest that the particle charge density
is not homogeneous. Kang et al. [35] came to the same
conclusion for a similar system. We hypothesize that the
variations in the interactions with the interface could be due to
rotational diffusion: As the particle rotates, patches with vary-
ing amounts of charge are presented to the interface, changing
the close-range electrostatic interaction of the particle with the
interface. In our model, we assume that the surface charge of
the particles is homogeneous.

Importantly, the model predicts the reemergence of a
regime where particles can bind without breaching at higher
salt concentrations, which is consistent with our experimental
observations and not predicted by DLVO theory. Because the
strength of the interaction is many times the thermal energy,
the particle can remain bound for minutes or hours before
breaching, in agreement with our observations at moderate
salt concentrations.

Furthermore, the expected fluctuations of the particle in
the potential well and the location of the well are of the
correct order of magnitude at both low and high salt, where we
consider the high salt condition to be 250 mM in experiment
and 350 mM in the model. Low salt corresponds to 50 mM in
both cases. The measured fluctuations �z2 (see Appendix D)
of particles that are bound to the interface are less than 4 nm2

at both low and high salt, where 4 nm2 is the noise floor of
our instrument. The predictions from the model are 1–6 nm2

at low salt and 1 nm2 at high salt. We estimate the location of
the particle relative to the interface (zmin) from the maximum
displacement of the particle over 10 ms, as observed in the
experiments in Fig. 4(a). We find zmin < 10 nm at both low
and high salt, in agreement with the predicted zmin of 1–12 nm
at low salt and 1 nm at high salt.

A more stringent test of our model is whether it produces
particle trajectories that agree with the observed ones. To
calculate the trajectories from the model, we assume a shear
free boundary [20] and equate the drag force [22] with the
force F (z) between the particle and the interface as predicted
by our model plus the upward radiation force from the optical
trap Fr = 0.3 pN (estimated from the velocities of particles in
Fig. 2) and the buoyant force Fb,

F (z) + Fr + Fb = Fd = 6πηRv, (1)

where η is the viscosity of the aqueous solution (9.39 mPa s
[36]), R is the particle radius, and v is the particle velocity. We
then numerically integrate over 1 ms prior to the breach. The
resulting trajectories agree well with the measured ones after
we rescale the salt concentrations such that high salt corre-
sponds to 250 mM in experiment and 350 mM in calculations
(see Fig. 8). Importantly, the model captures the acceleration
of particles toward the interface at salt concentrations where
particles breach without binding. The shapes of the calculated
trajectories also agree with experiment to within the uncer-
tainty of the experimental data, as illustrated by the different
measured trajectories shown in Fig. 8.

D. Implications

There are several possible reasons for the absence of earlier
reports on the normal interactions we observe. In atomic
force microscopy experiments, the applied forces are large

(b)(a)

(d)(c)

FIG. 8. Trajectories of particles prior to breaching agree with
model predictions. Measured trajectories are shown in gray and
trajectories calculated from our model in black. (a) At low salt con-
centration (50 mM), particles bind to the interface before breaching.
(b) At moderate salt concentrations (100 mM), particles breach the
interface without binding first. Furthermore, they accelerate toward
the interface before breaching. (c) Behavior similar to that in (b) but
for 175 mM NaCl in experiment and 200 mM in calculations. At high
salt concentrations (250 mM NaCl in experiment and 350 mM NaCl
in calculations), particles bind to the interface before breaching and
no acceleration is seen.

enough to deform the interface [37] and the particles are
immobilized on the cantilever tip, which artificially constrains
their motion. In optical microscopy experiments, it is difficult
to distinguish particles that have breached the interface from
those that lie just below it, unless one knows that there
are two different binding modes. Indeed, the two binding
modes cannot be distinguished by analyzing fluctuations (see
Appendix D); thus, determining the binding mode requires
tracking the particles before they breach. Finally, most ex-
periments on particles at interfaces use a spreading solvent
to deposit particles at the interface, which creates a mixing
layer and prevents the particles from interacting with the pure
oil-water interface.

Nonetheless, Pickering emulsions and many other inter-
faces containing particles are prepared without spreading
solvents, and the normal interactions we observe could be
critical for understanding the behavior of such systems. As
Wang et al. [38] noted, it is useful to add salt when preparing
particle-laden interfaces from particles that are dispersed in
the aqueous phase, because the salt reduces the electrostatic
barrier to breaching posed by image-charge repulsion. Reduc-
ing the barrier increases the fraction of particles that can bind
to the interface. However, it is precisely under these conditions
(moderate to high salt concentration) that we observe particles
bind without breaching the interface. Microscopic observa-
tions of such interfaces might not reveal the true picture of
how the particles are arranged. As we have shown, seemingly
disordered interfaces might actually contain a mixture of
disorder and order, with the breaching particles forming the
ordered array.

Our experiments also show that it can take a long time
(hours to days) for particles that are bound to eventually
breach. This observation, along with recent findings that parti-
cles can take days to months to reach their equilibrium contact
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angle once they do breach, owing to contact-line pinning
[20,21], shows that particle-laden interfaces can easily be out
of equilibrium on experimental timescales. Therefore, models
of lateral interactions that assume equilibrium might not be
able to explain the structure or dynamics of particle-laden
interfaces, including those of Pickering emulsions.

The effects of the normal interactions on the stability
of Pickering emulsions are worthy of future study. At high
particle concentrations, the interface might at first be crowded
with bound (but not breaching) particles, owing to their weak
lateral interactions. However, if the breached particles are the
ones that confer stability, it is their surface concentration that
matters. That surface concentration may saturate as particles
that are bound without breaching eventually breach, and their
lateral interactions become repulsive and long ranged.

The agreement between our experimental results and the
model shows that ion structure is critical to understanding the
interactions between the particle and interface. Heterogene-
ity in the charge of the particle or interface (or both) also
appears to be an important feature at such small separations.
Overall, our results show that these electrostatic effects make
the seemingly simple process of breaching, where a parti-
cle makes contact with the interface and protrudes through
it, into a complex and sometimes rare event. The last few
nanometers before the interface can be the most difficult to
traverse.
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APPENDIX A: MATERIALS AND METHODS

All materials are carefully cleaned to minimize contam-
ination and maintain a surfactant-free interface. Glassware
is cleaned in a pyrolysis oven (Pyro-Clean Tempyrox) and
then rinsed in deionized water (Milli-Q system, EMD Mil-
lipore). Plastic components are sonicated in three changes
of methanol and then water and then rinsed in water. We
remove the decane (�99% anhydrous, Sigma Aldrich) from
the SureSeal bottle with a stainless steel hypodermic needle
(Cadence Science) on a glass syringe (Hamilton) and we filter
the decane through a 0.2-μm-pore-size polytetrafluoroethy-
lene membrane filter (Acrodisc). We store the decane in a
borosilicate glass vial (cleaned in the pyrolysis oven) with
a Teflon-lined lid (Wheaton) and reserve some decane in a
separate clean glass vial for rinsing the syringe and needle
prior to taking future aliquots of decane. We measure the
interfacial tension between the glycerol-water system and
decane by ring tensiometry and find that it is 37 mN/m.
We also measure the interfacial tension using the pendant-
drop method. To be able to see the drop, we introduce a

slight refractive-index mismatch between the oil and aqueous
phases by using 61 wt. % glycerol for the aqueous phase.
We find that the interfacial tension is 37 ±2 mN/m (n = 11
measurements). The measured interfacial tension is consistent
with the interface being free from contamination [39].

We suspend colloidal particles in aqueous solutions with
1.0 mM to 1 M NaCl. In holographic imaging experiments,
glycerol (59 wt. %) is added to match the refractive index of
the aqueous phase to that of the oil and decane (n = 1.411).
The index matching eliminates reflections from the oil-water
interface and maximizes the precision of our holographic
measurements. A small volume (2–4 μl) of each suspension
and a bath of filtered decane are added to a custom sample cell
[20], and the two liquids are allowed to equilibrate for at least
30 min.

The particles are 1.4- and 1.9-μm-diam sulfate-
functionalized polystyrene particles (Invitrogen) and
2.0-μm-diam carboxyl-functionalized polystyrene particles
(Invitrogen). We also silanize some 1-μm-diam silica spheres
(Bangs Laboratories): We suspend 6 wt. % particles in 3 ml
ethanol, then add 0.1 ml (3-aminopropyl)trimethoxysilane
(97% Sigma-Aldrich) and 50 μl 30% ammonium hydroxide
solution (30%, JT Baker), and wait for 4 h. We wash all
particles by repeated centrifugation and resuspension in
deionized water (Milli-Q system, EMD Millipore). For
sulfate-polystyrene spheres in the glycerol-water system at
100 mM NaCl we measure ζs = −55 mV (Delsa Nano C,
Beckman Coulter).

The sample cells are placed on a Nikon TE-2000 inverted
microscope equipped with two counterpropagating lasers: an
830-nm laser used as an optical trap and a 658-nm laser
used to generate holograms [20]. Particles in the aqueous
suspension are initially placed several micrometers below the
liquid interface using the optical trap. The trap is then de-
activated, positioned several micrometers below the particle,
and reactivated, thus pushing the particle upward with nearly
uniform radiation pressure. A high-speed camera (Photon
Focus MVD-1024E-160-CL-12 or Phantom v7.3) captures
digital holograms of the particle at frame rates between 50
and 4807.7 Hz through a 100× oil-immersion objective with
a numerical aperture (NA) of 1.4 (Nikon CFI Plan Apo VC
100×). We use HOLOPY [40] to fit the Lorenz-Mie scattering
solution to the holograms [41]. This procedure yields the
center-of-mass position of the particle to a precision better
than 2 nm in all three dimensions [20] for the refractive-index-
matched system.

We also look at collections of 1.9-μm-diam sulfate
polystyrene particles at an interface using bright-field mi-
croscopy on a Nikon TE-2000 inverted microscope. For these
experiments, we prepare sample cells with a subphase of
0.1–1 vol % particles in solutions of NaCl in water and then
top the cells with decane. We omit glycerol so that the parti-
cles sediment in the aqueous phase (ρwater = 1.0 g/cm3 and
ρparticle = 1.05 g/cm3). We invert the sample cells to allow
particles to sediment toward the oil-water interface for 1 h
and then turn them back upright to allow particles that did
not attach to the interface to sediment to the bottom of the
sample cell. We then image the flat interface with a 60×
water-immersion (NA equal to 1.2) objective (Nikon CFI Plan
Apo VC 60XWI).
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APPENDIX B: SOLVING THE ORNSTEIN-ZERNIKE
EQUATION UNDER ANISOTROPIC
HYPERNETTED-CHAIN CLOSURE

To calculate the force between the colloidal particle and
the interface, we first calculate the density of ions between
two flat surfaces

ρ(r) = ρ0 exp{−β[V (r) − μexc(r)]}, (B1)

where V is the potential energy due to the external electric
field, μexc is the excess chemical potential due to internal
correlations, and β = 1/kBT . The first potential is obtained
via Poisson’s equation and the second can be expressed as

μexc(r) = ρ(r)
∫

dr′ 1
2

h(r, r′)[h(r, r′) − c(r, r′)] − c(r, r′),

(B2)

with pair correlation functions h and c that obey the Ornstein-
Zernike equation

h(r, r′) = c(r, r′) +
∫

dr′′c(r, r′′)ρ(r′′)h(r′′, r′) (B3)

using the so-called Hyper-Netted Chain approximation

c(r, r′) = h(r, r′) − ln[1 + h(r, r′)] − βu(r, r′), (B4)

where u is the pair potential. These equations form a com-
plete set and in addition to the ion profiles yield information
about the pair correlation functions, that is, the local structure
within the ion cloud. Equations (B2)–(B4) become numeri-
cally tractable in the geometry in this work, which reduces
μexc and ρ to functions of a single coordinate z along the axis
perpendicular to the boundaries (interface and particle), and
the pair correlation functions to functions of three coordinates
z, z′, and r, where r is a cylindrical coordinate perpendicular
to the z axis. This method has been pioneered and extensively
applied by Kjellander et al. (for example, in Ref. [42]). From
the ion profiles we obtain the disjoining pressure

Pzz(d ) = −
∫ d

0
dz ρ(z)

∂U

∂z
, (B5)

where U is the interaction between the ions and the boundaries
(which is electrostatic and steric) and d is the separation
between the boundaries. Given that the typical correlation
length (approximately 1 nm) is three orders of magnitude
smaller than the radius of the colloidal particle (approximately
1 μm), the Derjaguin approximation can be used to obtain
an accurate value for the force F between a sphere and a flat
surface

F (d ) = −2πR
∫ ∞

d
dq Pzz(q), (B6)

with R the particle radius. The integration of F finally leads
to the effective pair potential between the sphere and the
boundary. We use a value of −50 mV for the ζ potential of
the sphere. The specific value of the ζ potential, however,
has a small effect on the predicted salt concentration regimes
where different binding modes are expected. This can be
understood from the underlying mechanism, the structural
reordering of the ion cloud, which follows from a competition
between steric and electrostatic effects. Excluded volume
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FIG. 9. Time-dependent binding of a polystyrene particle to an
interface. The trajectory of a 1.9-μm-diam sulfate polystyrene parti-
cle that is pushed to an interface between the glycerol-water system
and decane with radiation pressure. The particle binds to the interface
at 5 s, unbinds at 9 s, and binds again at 14 s. Data were taken at
100 Hz.

effects depend on the packing fraction and become significant
for concentrations around 0.2–0.4 M (for ions with a hydrated
radius of 0.35 nm) such that structural reorganization is found
to occur in that regime, regardless of the magnitude of the
surface potential [43].

APPENDIX C: ADDITIONAL EXPERIMENTAL
OBSERVATIONS

1. Binding and unbinding of particles

In addition to seeing particles transition from being bound
without breaching to breaching the interface, we also find
that some particles can bind to an interface, unbind, and then
bind again (as shown in Fig. 9). Further evidence for this
time-varying interaction comes from experiments on silica
particles. Owing to their density, we can tell whether a silica
particle is bound to the interface by looking at the trajectory
upon approach from the aqueous phase. Figure 10 shows
the trajectory of a 1-μm-diam aminopropyltrimethoxysilane-
functionalized silica particle that we push toward a water-
decane interface with radiation pressure, against gravity. The
fluctuations in z show that the particle binds to the water-
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FIG. 10. Time-dependent binding of a 1-μm-diam APTMS-
silica particle to an interface. The trajectory is of an APTMS-silica
particle that is pushed to a water-decane interface with radiation
pressure. The particle binds to the interface at 2.5 s, falls off at 6 s,
and then is pushed back to the interface and rebinds at 11 s. Data
were taken at 100 Hz.
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37.5 mM25 mM(a) (b) (c)

Interface

Bottom of 
sample cell

100 mM

(no particles)

FIG. 11. Normal interactions depend on salt concentration. We
prepare sample cells with (a) 25 mM, (b) 37.5 mM, or (c) 100 mM
NaCl in the water phase. The unbound particles that settle to the
bottom of the sample are shown in the bottom images. The scale
bar is 10 μm.

decane interface at 2.5 s, falls off at 6 s, and then binds again at
11 s, where it remains for the rest of the observation window.

When the silica particle binds to the interface, it is unlikely
that it has breached it. At even a small equilibrium contact
angle (θE = 5◦), a 1-μm particle that breaches the interface
requires a 100kBT fluctuation to detach, given the oil-water
interfacial tension. Therefore, detachment is unlikely to occur
on timescales of seconds for even very small contact angles. A
more likely explanation for the time-dependent binding is that
the particle is bound but not breached, falls off, and reattaches
again. Such behavior is consistent with our hypothesis that
the rotational diffusion of particles can present patches of
varying charge density to the interface, resulting in time-
varying normal interactions.

2. Particles binding to water-decane interfaces

As described in the main text, we prepare samples without
glycerol in the aqueous phase and look at large numbers
of particles at the interface. In this aqueous solution, the
polystyrene particles sediment away from the interface when
the sample cell is upright. Any particles that are bound to the
interface are therefore held there by an attractive force.

The refractive-index mismatch between the aqueous and
oil phases allows us to distinguish particles that have bound
after breaching the high-index decane phase from ones that
are bound but are still fully submerged in the aqueous phase.

We see that at high salt concentrations, the particles form
a repulsive crystal, but the interface is much less ordered at
lower salt concentrations (Fig. 11). The fraction of particles
that bind to the interface also increases with salt concentra-
tion.

APPENDIX D: DLVO CALCULATIONS AND BOLTZMANN
INVERSION

1. DLVO calculations

In the main text, we noted that DLVO theory does not
explain the binding that we observe. We calculate the potential
between the particle and interface using a model that accounts
for the electrostatic repulsion from the interface and the van
der Waals attraction. We also use the measured value (see
Appendix A) of the ζ potential for the particle in 100 mM

NaCl glycerol-water solution, ζs = −55 mV. We find that
even for a conservatively small value for the ζ potential of
the interface, ζp = −10 mV, the predicted potential is always
repulsive at at distances more than 1 nm from the interface,
suggesting that the attraction between the particle and inter-
face is underestimated by DLVO theory. Below, we give the
details of our calculation.

We describe the interaction potential Wtot between a nega-
tively charged particle and the interface in our system using
classical DLVO theory, taking into account the van der Waals
and electric double-layer interaction between the particle and
the interface and the interaction between a particle and its
image charge:

Wtot = WvdW + Wimage + Winterface. (D1)

Below, we describe how we calculate each of the terms in this
equation.

a. van der Waals interaction

To calculate the van der Waals interaction WvdW, we first
calculate the Hamaker constant for polystyrene particle and
decane interacting through a glycerol-water aqueous phase
that is refractive index-matched to decane. We use the Lifshitz
approximation

A = 3kT

4

εPS − εaq

εPS + εaq

εdecane − εaq

εdecane + εaq
, (D2)

where εPS = 2.6, εaq = 62 for the glycerol-water system [44],
and εdecane = 2. The dispersion contribution is zero because
the interface is refractive-index matched [30].

We then use the Derjaguin approximation to calculate the
van der Waals interaction between a sphere and a flat surface
separated by a distance D, taking into account the screening
of the nonretarded Hamaker constant in an electrolyte

W (D)vdW = −AR

6D
e−κD, (D3)

where for a given monovalent salt concentration C, κ−1 =
q−1

√
εaqε0kT /2C is the Debye length, q is the elementary

charge, and ε0 is the permittivity of free space.

b. Image charge

The image charge q′ of a charge q in a glycerol-water phase
(εaq) near a planar boundary with decane (εdecane) is given by

q′ = q
εaq − εdecane

εaq + εdecane
� 0.94q. (D4)

For a sphere with ζ potential ζs, we therefore use the approx-
imation that the potential of its image is also ζs.

We use the Sader et al. [45] formulation for the double-
layer interaction between two spheres to calculate the poten-
tial arising from a charged sphere interacting with its image.
This model is an extension of the Hogg et al. solution [46] for
validity at all κD and potentials up to ±100 mV:

Wimage = εaqε0

(
YDkT

q

)2 R2

2(R + D)
ln(1 + e−2κD). (D5)

Here YD = 4eκD tanh−1[e−κD tanh(ys/4)] and ys = qζs/kT is
the reduced surface potential for the sphere.
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FIG. 12. The DLVO theory, modified to include effects of the
interface, does not explain the observed interactions. The plot shows
the mean potentials between a polystyrene particle and an interface
with the glycerol-water system on one side and decane on the other
as a function of salt concentration with zeta potential ζp = −10 mV
for the plane and ζs = −55 mV for the particle.

Although our particles interact with their image across an
interface and the Sader et al. formulation is intended for two
charged spheres interacting in a homogeneous medium, it is
the best approximation we know of for our system. There is
a model for particles that interact with their image across an
interface [47], but this model applies to particles in oil, and
there is no clear avenue to adapt it for our system.

c. Interface term

We also calculate the potential between a sphere and a
plane using the Sader et al. formulation [45] for two spheres
of different surface potentials in the limit where the second
sphere has an infinite radius,

Winterface = εaqε0R

(
kT

2q

)2

[(ys + yp)2 ln(1 + e−κD)

+ (ys − yp)2 ln(1 − e−κD)], (D6)

where ys = qζp/kT is the reduced surface potential for the
plane. We use ζp = −10 mV and ζs = −55 mV to generate
potentials with a conservatively small electrostatic repulsion
component and yet this model still predicts purely repulsive
behavior for the particle at distances greater than 1 nm from
the interface, as shown in Fig. 12.

The theory does predict a secondary minimum in the inter-
action potential for some combinations of salt concentrations,
though only for particles and interfaces with much lower ζ

potentials and not for the salt concentrations we observe.
Variations on DLVO theory, including both numerical and an-
alytical versions and boundary conditions including constant
charge, constant potential, and charge regulation, also fail to
reproduce our results. The quantitative differences between
our data and theoretical calculations are not surprising, given
the limited range of applicability for DLVO theory.

2. Boltzmann inversion

To determine the potential between bound particles from
the measured fluctuations, we use the Boltzmann distribution.
In equilibrium, the probability of finding a particle at position

z given a potential well U (z) is

P(z) = 1

Z
exp

(
−U (z)

kT

)
, (D7)

where Z is the partition function. To minimize the effect of
drift from the microscope stage, the sample, or, in the case
of particles that have breached the interface, their logarithmic
relaxation, we calculate the displacement of the particles from
a mean position at a given time t . This mean z(t ) is a centered
sliding average of the height over a chosen time interval. Here
we choose a time window of 1 s unless the mode of binding
is much shorter lived than a few seconds, in which case we
choose a window of 0.2 s. The displacements are thus z =
zm(t ) − z(t ), where zm(t ) is the measured height of the particle
from holography.

We bin the measured displacements in z to determine P(z)
and then invert the distribution to find the potential well U (z):

U (z) = −kT [ln P(z) + ln Z] = −kT ln P(z) + C. (D8)

Because our trajectories are usually a few thousand frames
in length, the lowest nonzero probability we can measure
for a bin is order 1/1000. Therefore, from Eq. (D8), the
maximum measurable potential is approximately 7kT above
the minimum of the well.

To extract the binding stiffness from the inversions, we
assume a harmonic potential with binding stiffness K and an
additive constant C. Because ln Z is also an additive constant,
we write

U (z) = 1
2 Kz2 + C. (D9)

We use a least-squares method to find K and C in Eq. (D9)
for the measured P(z). The best-fit K is what we report for the
binding stiffness in the main text.

As expected, we find that particles bound to the interface
at 100 mM NaCl appear to be confined in a well with
width limited by the noise of our measurement technique
(approximately 2 nm in the axial direction at 1kT ). Using
Eq. (D9), we find that noise limits the stiffest binding we can
measure to 0.8 mN/m for a sliding average window of 1 s
and to 1.7 mN/m for a sliding average over 0.2 s. Because the
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FIG. 13. Inverting the distribution of the fluctuations of the parti-
cles from their mean position (over 1 s) reveals how the particles are
confined. Negative values indicate a position closer to the interface.
The error bars are the square root of the number of values in each
of the bins scaled by kT and the solid lines are fits to a harmonic
potential.

042605-10



BEFORE THE BREACH: INTERACTIONS BETWEEN … PHYSICAL REVIEW E 100, 042605 (2019)

particles that are bound without breaching show confinement
similar to that of the breaching particles (Fig. 13), we estimate

that the particles are bound to the interface with a stiffness of
at least 1 mN/m.
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