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ABSTRACT
Programmable self-assembly is one of the most promising strategies for making ensembles of nanostructures from synthetic components.
Yet, predicting the phase behavior that emerges from a complex mixture of many interacting species is difficult, and designing such a system
to exhibit a prescribed behavior is even more challenging. In this article, I develop a mean-field model for predicting linker-mediated inter-
actions between DNA-coated colloids, in which the interactions are encoded in DNA molecules dispersed in solution instead of in molecules
grafted to particles’ surfaces. As I show, encoding interactions in the sequences of free DNA oligomers leads to new behavior, such as a re-
entrant melting transition and a temperature-independent binding free energy per kBT. This unique phase behavior results from a per-bridge
binding free energy that is a nonlinear function of the temperature and a nonmonotonic function of the linker concentration, owing to subtle
entropic contributions. To facilitate the design of experiments, I also develop two scaling limits of the full model that can be used to select
the DNA sequences and linker concentrations needed to program a specific behavior or favor the formation of a prescribed target struc-
ture. These results could ultimately enable the programming and tuning of hundreds of mutual interactions by designing cocktails of linker
sequences, thus pushing the field toward the original goal of programmable self-assembly: these user-prescribed structures can be assembled
from complex mixtures of building blocks through the rational design of their interactions.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0020578., s

I. INTRODUCTION

Inspired by nature’s ability to make complex structures and
machines, self-assembly has emerged as a powerful technique for
synthesizing nanoscale materials.1–4 DNA-coated colloids provide
a particularly promising approach since the base sequences grafted
to particles can be designed to encode the formation of a cho-
sen structure.5–7 Although significant progress has been made in
programming one or two colloidal species to form a variety of
crystal lattices,8–17 prescribing the myriad interactions required to
assemble fully addressable, aperiodic structures remains an unsolved
challenge18–22 [Fig. 1(a)].

The most common scheme for DNA-programmed self-
assembly relies on direct hybridization, in which particles bind to
one another via complementary sequences grafted to their sur-
faces. Hybridization of complementary sequences induces a specific

attraction that depends on the sequence, the coating density, the
temperature, and the solution conditions23–25 [Fig. 1(b)]. Because
the attraction results from the combined molecular recognition and
hybridization of grafted molecules, each specific pair interaction
requires the design of a unique, orthogonal sequence. Therefore, cre-
ating a matrix of M specific interactions requires the design of M
orthogonal sequences—one per pair interaction.

An alternative paradigm uses DNA oligomers dispersed in
solution to encode the full matrix of pair interactions. In the simplest
realization, each particle species is coated with a single sequence of
DNA, and those sequences are designed to be non-complementary:
The particles do not assemble on their own. Instead, all pair inter-
actions are encoded in free DNA oligomers that “link” the particles
together17,26–28 [Fig. 1(c)]. Each linker sequence is comprised of two
domains: one that binds to particle i and another that binds to par-
ticle j. Therefore, the binding of a linker Lij will induce an attractive
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FIG. 1. (a) Fully addressable assembly involves encoding a matrix of M favor-
able interactions (gray) between N particle species. The renderings show example
structures. Specific interactions are encoded in DNA sequences, which can be
grafted to particles (b) or dispersed in solution (c). Programming linker-mediated
assembly requires models to relate the linker sequences and concentrations to the
pair interactions.

interaction between particles i and j. Thus, specifying a complex
matrix of interactions in a mixture of many particle species can be
accomplished by creating a library of linker sequences. Importantly,
the matrix of interactions, and thus the free-energy landscape gov-
erning self-assembly, can be altered simply by changing the linker
mixture.17,28

Realizing this vision of linker-programmed assembly requires
simple models to design the linker sequences as well as their con-
centrations. In this article, I develop a mean-field model of linker-
mediated binding using statistical mechanics and the principle of
local chemical equilibrium. I show that the linker-based paradigm
has a number of interesting features, such as a re-entrant melt-
ing transition and a temperature-independent binding free energy
per kBT, as compared to direct hybridization. I explain these new
features by examining the per-bridge free energy and develop two
scaling predictions that enable the rapid design of experiments
by providing expressions for determining the binding free energy
as a function of linker sequence and concentration. These sim-
ple rules, combined with the other advantages of linker-mediated
binding, make linker-mediated assembly significantly easier to pro-
gram than existing strategies. This new design flexibility could ulti-
mately enable new directions in the fully addressable assembly of
colloids.

II. A SIMPLE MODEL
I derive an approximate analytic model of linker-mediated

attractions by extending an experimentally validated approach based
on the principle of local chemical equilibrium. The original model
was derived for the case of direct hybridization in the presence of
additional displacer oligomers dispersed in solution, which could
bind to compete with the grafted strands.12 Here, I extend the model
to describe linker-mediated binding in two steps: (1) I consider the
partition function of two interacting particles and apply a mean-
field approximation to estimate the probability that two particles are
unbound as a function of the separation distance between them, and
(2) I compute the unbound probability by treating DNA hybridiza-
tion as a chemical reaction and using a local chemical equilibrium
approach. The utility of the model that results is that it can pre-
dict the pair binding free energy between DNA-coated colloids from
experimental inputs, such as the DNA coating density, the particle
size, the DNA sequences, and the linker concentration. I focus on
calculating the pair interaction potential, as opposed to calculating
an equation of state directly,29,30 with an eye toward future applica-
tions in fully addressable assembly of aperiodic structures,18,31 like
those illustrated in Fig. 1.

A. Mean-field description of DNA-induced
interactions

I first relate the binding free energy between colloidal particles
to the thermodynamics of hybridization in solution. The attractive
free energy difference ΔFa between a pair of particles that can be
linked together by DNA bridges and a reference system in which the
particles cannot bind is given by

ΔFa
kBT
= lnPunbound, (1)

where Punbound is the probability that there are no bridges linking
the particles together.23,24 Punbound can be approximated by assum-
ing that bridges are statistically independent and that the probabil-
ity that a bridge has formed is given by the mean-field hybridiza-
tion yield.32 The hybridization yield χ can be calculated using the
principles of mass-action, assuming that chemical equilibrium is
established locally at each position r.12,33 In general, the hybridiza-
tion yield depends on the position r because the sticky ends of the
grafted molecules are highly localized near the particle surface (see
the supplementary material for details).

For simplicity, I assume that the sticky ends are uniformly dis-
tributed within a spherical shell and consider only the interparticle
separation distance that maximizes the overlap between the DNA
shells. In general, the sticky-end concentrations can be generated
numerically24 by modeling the tethered DNA molecules as ideal
chains of the known contour length and persistence length.34 How-
ever, this approach prevents the derivation of an analytic expression
for the pair free energy. Instead, I treat the sticky-end concentra-
tions as uniform distributions with a local DNA concentration of
Ci0 = ρDNA,i/(Navδ), where ρDNA,i is the areal DNA grafting den-
sity of sequence i, Nav is Avogadro’s number, and δ is the thick-
ness of the DNA coating (Fig. 2). Under this additional simplifying
assumption,35 the binding free energy reduces to
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FIG. 2. A schematic of the two-sphere system. Colloidal particles of radius a are
coated with single-stranded DNA with a local concentration Ci 0, where i is the
species type (either A or B). The DNA coating has an approximate thickness δ.
Complementary DNA molecules can bind together in the contact region between
two neighboring spheres. The maximum number of bridges that can form Nb is
determined by the area of contact between two particles Acontact ≈ πaδ and the
limiting grafting density ρDNA.

ΔFa
kBT
≈ Nb ln [1 − χ(T)], (2)

where Nb ≈ πaδρDNA,A is the maximum number of bridges that can
form and a is the particle radius. Because Nb is the maximum num-
ber of bridges that can form, it is defined in terms of the lower of
the two grafting densities. By convention, I take the lower grafting
density to be sequence A.

For all calculations that follow, I use values that are represen-
tative of typical experiments in DNA-programmed colloidal self-
assembly. More specifically, I use ρDNA = 12,200/μm2, δ = 15 nm,
and a = 500 nm and compute the binding free energy when the
particles are spaced apart by a distance δ. This DNA density and
particle size were shown in experiment to result in the forma-
tion of equilibrium structures, namely, colloidal crystals.13 I choose
δ = 15 nm since it is roughly the average end-to-end distance of
typical single-stranded DNA molecules attached to the surface of a
colloidal particle, which tend to range from 50 to 70 nucleotides in
length.13,23,24

B. DNA hybridization as a chemical reaction network
Hybridization of complementary DNA sequences A, B, and Lab

can be modeled as a system of elementary chemical reactions

A + Lab
KAL
eq
⇌ ALab,

B + Lab
KBL
eq
⇌ BLab,

ALab + B
KBL
eq
⇌ ALabB,

A + BLab
KAL
eq
⇌ ALabB.

Here, A and B are the sequences grafted to particles, and Lab is the
linker sequence that binds A to B. The linker can adopt three con-
formations [Fig. 3(a)]: (1) it can be free in solution, Lab; (2) it can
form a “half-bridge,” in which the linker is bound to a single grafted

FIG. 3. Linker-mediated binding. (a) Molecular-scale reactions between grafted
sequences A and B and linker sequence Lab give rise to an effective binding
free energy. (b) Predictions of the mean-field model (curve)—described in the
text—show that the binding free energy is a non-monotonic function of the linker
concentration. The horizontal line indicates the binding free energy at coexistence
between gas and solid: ΔFcoex. The gray shaded region shows linker concentra-
tions at which the assumptions of the model will break down. (c) The corresponding
phase behavior exhibits a re-entrant melting transition. The solid curve shows
predictions of the melting temperature as a function of linker concentration as
described in the text. The dashed line shows the linker concentration correspond-
ing to the maximum interaction strength for each temperature. The orange circles
correspond to the coexistence temperatures between gas and solid. Model predic-
tions are for ΔH○ = −66.4 kcal/mol, ΔS○ = 0.1886 kcal/mol K, ρDNA = 12,200/μm2,
and b = 1. The temperature in (b) is 51 ○C. These thermodynamic parameters
correspond to the 10-nt binding sequence 5′-TATGTGGTTA-3′.

strand,ALab or BLab; or (3) it can form a “bridge,” in which the linker
connects together both A and B, ALabB.

The hybridization yield χ can be evaluated analytically assum-
ing that linkers are not depleted from solution when they bind to the
grafted strands. Taking the starting concentrations of A, B, and Lab
to be CA0, CB0 = bCA0, and CLab0, where b ≥ 1, the hybridization yield
χ = CALabB/CA0 can be evaluated by solving the system of equations
describing the equilibrium constants of each elementary reaction, as
well as the mole balances of each DNA species A, B, and Lab. When
CLab ≈ CLab0, the hybridization yield is given by

χ =
(b + 1)K′eq + 1 −

√
(b − 1)2(K′eq)2 + 2(b + 1)K′eq + 1

2K′eq
, (3)
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where K′eq is a concentration-adjusted equilibrium constant (see the
supplementary material for details).

The hybridization yield depends only on a single param-
eter: a concentration-adjusted free energy change. I define the
concentration-adjusted free energy change to be ΔG′/RT = − lnK′eq,
yielding

ΔG′

RT
= − ln

⎡
⎢
⎢
⎢
⎢
⎢
⎣

KAL
eq KBL

eq
CA0CLab0

(C○)2

(1 + KAL
eq

CLab0

C○ )(1 + KBL
eq

CLab0

C○ )

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (4)

where Ci0 is the initial concentration of species i, C○ = 1 M is a ref-
erence concentration, K i

eq(T) = exp[−βΔGi(T)] is the equilibrium
constant, 1/β is the thermal energy kBT, and ΔGi = ΔHi − TΔSi is
the standard free energy difference between products and reactants
at the reference concentration C○.

Interestingly, the concentration-adjusted free energy change
ΔG′ has a nontrivial functional dependence. For instance, whereas
the free energy change of hybridization in solution ΔGi has a lin-
ear dependence on the temperature, the temperature dependence
of ΔG′, which enters via the equilibrium constants, is nonlinear.
The concentration-adjusted free energy change also has a com-
plex dependence on the linker concentration since CLab0 appears
in both the numerator and denominator. Therefore, on the basis
of the expression for ΔG′ alone, we anticipate that linker-mediated
interactions might have a few tricks up their sleeve, as we will see
shortly.

The assumption that linkers are not depleted upon bridge for-
mation is valid in the limit in which the linkers Lab are in large
stoichiometric excess compared to the grafted strands A and B. It
turns out that this condition is satisfied for a wide range of parame-
ter values. Because the grafted strands are confined within a spherical
shell of volume 4πa2δ, linkers are in stoichiometric excess when
CLab0 > 3ρDNA,iϕ0/(Nava), where ϕ0 is the initial colloid volume
fraction. For a typical volume fraction of ϕ0 = 0.01, this thresh-
old linker concentration corresponds to roughly CLab0 = 600 nM.
Above this value, the system contains more linkers than grafted
DNA molecules. Thus, I assume that the linkers are not depleted for
all calculations that follow.

III. RESULTS AND DISCUSSION
A. Non-monotonic binding free energy

The predicted binding free energy is a non-monotonic func-
tion of the linker concentration. Figure 3(b) shows predictions of the
binding free energy as a function of increasing linker concentration
at fixed temperature. The binding free energy is roughly zero for the
lowest linker concentrations explored: 10 nM–100 nM. As the linker
concentration increases, the binding free energy becomes more and
more negative until linker concentrations of about 200 μM–300 μM.
At even higher linker concentrations, the binding free energy turns
around and increases upon increasing linker concentration until it
approaches 0 kBT again at around 100 mM. This non-monotonic
dependence of the binding free energy on linker concentration is
qualitatively different than the behavior observed in the direct bind-
ing case. There, increasing the density of grafted DNA strands always
increases the strength of attraction.25

The non-monotonic nature of the binding free energy arises
from the molecular-scale reactions between DNA molecules. At the
lowest linker concentrations, there are too few linkers to stabilize
bridges between particles. Thus, the particles cannot bind. At inter-
mediate concentrations, adding additional linkers shifts the equilib-
rium of the elementary DNA reactions toward the bridged configu-
ration ALabB, increasing the strength of attraction. At even higher
linker concentrations, the system switches to favor the formation
of half-bridges ALab and BLab, effectively passivating the particles
against binding. Because both the bridged conformation ALabB and
two half-bridged conformations ALab and BLab have the same num-
ber and type of base pairs, the balance between these two regimes is
determined entirely by entropy. I return to this point in Sec. III C.
It is also worth noting that the minimum in the free energy occurs
at a linker concentration that is more than two orders of magnitude
higher than the stoichiometric amount. This observation suggests
that the non-monotonic nature of the binding free energy is more
subtle than one might first expect.

The model predictions show that the binding free energy can
be tuned over a wide range of values by adjusting the linker con-
centration for a fixed suspension of particles. Over the range of
linker concentrations in which the model should be accurate—above
roughly 500 nM—the interactions can be tuned from 0 kBT to
almost −60 kBT by changing the linker concentration by about two
orders of magnitude [Fig. 3(b)]. This ability to tune the binding free
energy has a number of potential uses within programmable self-
assembly: (1) A colloidal suspension can be directed toward equilib-
rium structures, such as crystals, by making the interactions weak
and reversible,12,13,15 or toward non-equilibrium structures, such as
gels and clusters, by making the interactions much stronger than
kBT,36–38 (2) the pair interactions in a complex mixture of many par-
ticle species can be matched to one another by tweaking the relative
concentrations of the linker species, thereby increasing or decreas-
ing the binding free energy to account for small differences in the
hybridization free energies between DNA sequences,18,39 and (3)
the same suspension can be steered toward different assemblies by
adjusting the relative binding free energies, and thus the underlying
free-energy landscape, via the linker concentrations.17

B. The phase behavior
A direct consequence of the non-monotonic binding free

energy is a generic phase diagram with a re-entrant melting tran-
sition back to the gas phase at high linker concentrations. I pre-
dict the phase behavior that emerges from linker-mediated binding
by using the mean-field model to find the coexistence temperature
between gas and solid. I model the gas as an ideal gas and the solid
using a simple cell model,40 in which I approximate the potential
as a square-well with depth ΔFa and range δ. Equating the chemi-
cal potential of the gas to the chemical potential of the solid yields
an expression for the pair free energy at coexistence ΔFcoex/kBT
= [ln(ρvf ) + 1]/(Z/2), where Z is the coordination number of the
solid phase, vf = (δ/2)3 is the volume available to a particle within
the solid phase, ρ = ϕ/(4/3πa3) is the equilibrium density of the gas
phase, and ϕ is the equilibrium volume fraction of the gas phase. By
analogy to hybridization of DNA strands in solution, I define the
melting temperature to be the temperature at which half of the par-
ticles remain in the gas phase ϕ = ϕ0/2. Therefore, choosing Z = 8
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and ϕ0 = 0.01—typical values for assembly of the binary cesium
chloride crystal lattice17—yields a binding free energy at coexistence
of roughly ΔFcoex ≈ −5 kBT. I stress that the conclusions presented
below do not depend strongly on these choices. Indeed, adjusting
Z or ϕ0 slightly produces only modest changes in the binding free
energy at coexistence.

The generic phase diagram has a concentration-dependent
melting temperature and a re-entrant transition to the gas phase at
high linker concentrations. Upon increasing linker concentration,
the melting temperature increases logarithmically: The melting tem-
perature changes from roughly 40 ○C to 60 ○C upon increasing the
linker concentration from roughly 10 nM to 1 mM, about five orders
of magnitude in concentration [Fig. 3(c)]. Upon increasing the
linker concentration further by only about a factor of two to three,
the melting temperature plummets and the system returns to the
gas phase. This generic phase behavior matches previously reported
experimental results.28 Within the context of programmable self-
assembly, one lesson is that there exists a finite range of linker
concentrations over which particles will assemble.

Although the model also makes predictions at the lowest linker
concentrations, these predictions are expected to be inaccurate
given that a central assumption of the model—that linkers are not
depleted—will break down. The interactions here should be modeled
using more complete theories,28 but these approaches are beyond the
scope of this article. More importantly, the region where the model
breaks down is also the region where the system is expected to be
kinetically arrested. More specifically, because the melting temper-
ature is lower for low linker concentrations, the off rates of DNA
hybridization are also correspondingly slower.17,41,42 As demon-
strated by Pine and co-workers, slow off rates can hinder local rear-
rangements within a growing assembly, thereby suppressing crys-
tallization.13 Thus, the lowest linker concentrations are unlikely to
be used in equilibrium assembly experiments, such as the forma-
tion of prescribed aperiodic packings of spheres or crystallization of
ordered lattices.

C. Concentration-adjusted free energy
Examining the concentration-adjusted free-energy difference

sheds light on the origin of the re-entrant melting transition and
suggests that the thermodynamics of binding is governed by two lim-
iting behaviors. Figure 4 shows the dependence of ΔG′/RT on tem-
perature for a range of linker concentrations CLab0. Unlike hybridiza-
tion in solution,43 the concentration-adjusted free energy change
is a nonlinear function of temperature. It decreases linearly with
decreasing temperature at high temperatures and then plateaus at
low temperatures. I call these two regimes “limit 1” and “limit 2.”
Furthermore, the transition between the two limits, as well as the
magnitude of the plateau, depends on the linker concentration: The
transition shifts to higher temperatures, and the plateau increases in
magnitude for increasing linker concentration. These two trends are
independent of the specific linker sequence.

The concentration-dependent melting temperature and the
re-entrant melting transition originate from the concentration-
adjusted free-energy difference. I define ΔG′coex to be the
concentration-adjusted free energy change at melting. Upon
increasing linker concentration, the temperature at which ΔG′
crosses the melting threshold increases (Fig. 4). Again, this

FIG. 4. The unique linker-mediated phase behavior arises from the concentration-
adjusted free energy. Solid curves show model predictions of ΔG′ as a function
of temperature for four linker concentrations: 10 nM, 1 μM, 100 μM, and 1 mM.
ΔG′/RT shows two limiting behaviors: (1) It decreases linearly with decreasing
temperature at high temperatures, and (2) it becomes independent of temperature
at low temperatures. I call these two limits “limit 1” and “limit 2,” respectively. The
orange circles correspond to the coexistence temperatures between gas and solid.
Model predictions are for ΔH○ = −66.4 kcal/mol, ΔS○ = 0.1886 kcal/mol K, ρDNA

= 12,200/μm2, and b = 1.

observation is due to the fact that increasing the linker concentra-
tion shifts the equilibrium toward bridged conformations. However,
because increasing linker concentration also increases the magni-
tude of the plateau, eventually there exists a linker concentration for
which ΔG′ never crosses ΔG′coex (Fig. 4): The system transitions to
a new regime and cannot aggregate for any of the linker concentra-
tions above this value. This point is precisely the condition defining
the re-entrant melting transition. Importantly, we can see that both
phenomena originate entirely from the concentration-adjusted free
energy change, and thus both are equilibrium effects.

Finally, I highlight one more interesting feature of linker-
mediated binding: that the binding free energy saturates at low
temperatures rather than decreasing monotonically, as expected for
direct hybridization. Because ΔG′/RT plateaus at low temperature,
the binding free energy per kBT, ΔFa/kBT, must also plateau at low
temperatures since its sole temperature dependence arises from K′eq.
As a result, the binding free energy per kBT becomes temperature-
independent at low temperatures. This observation is reminiscent of
previous results reported for DNA-coated colloids interacting with
displacing strands dispersed in solution.12 Indeed the mechanisms
are the same. The temperature independence of the interactions
arises from a competition between two states with the same num-
ber of base pairs and thus the same enthalpy: One state links the
particles together, and the other state does not. In the linker case,
these two states are (1) the bridged state ALabB and (2) the fully half-
bridged state ALab and BLab. Since the enthalpies of these two states
are equal, their relative thermodynamic stability depends entirely on
entropy, which is controlled by the linker concentration. A simi-
lar prediction was reported recently for linker-mediated binding of
DNA-coated colloids whose grafted DNA molecules are fluid and
can diffuse on the surface of the colloidal particles.44 This softening
of the temperature dependence for linker-mediated binding might
help to facilitate equilibrium assembly of DNA-coated colloids since
it could limit kinetic trapping that results from the steep nature of
the temperature-dependent interactions.25,45
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D. Scaling predictions
I next develop two scaling limits to further explore the origin

of the unique phase behavior, as well as to aid in the design of linker
sequences and their mutual concentrations for future experiments in
addressable self-assembly. Because typical equilibrium experiments
probe conditions in which colloidal interactions are weak, I assume
that the hybridization yield χ is small and only a small number of the
total available bridges form in equilibrium. This limit is equivalent to
taking K′eq → 0, which yields a simplified expression for the binding
free energy:

ΔFa
kBT
≈ −bNbK

′
eq. (5)

Owing to the non-monotonic nature of the concentration-adjusted
free energy change ΔG′, and thus the concentration-adjusted equi-
librium constant K′eq, there are two further limits that can be eval-
uated: (1) a high-temperature limit in which bridge formation is
governed by the binding of free linkers from solution (“limit 1”) and
(2) a low-temperature limit in which bridge formation is governed
by a competition between full bridges and half-bridges (“limit 2”).
Although somewhat counter intuitive, it is important to notice that
binding between colloids can be weak (K′eq ≪ 1) even when bind-
ing between complementary DNA molecules is strong (K i

eq ≫ 1),
again due to the competition between hybridized states (see the
supplementary material for details).

1. Limit 1: Concentration-dependent interactions
The high-temperature limit tells us about the concentration

dependence of the melting transition. Taking the limit in which
K i
eqCLab0/C○ ≪ 1, the binding free energy reduces to

ΔFa
kBT
= −πaδ2NavKAL

eq K
BL
eq

bC2
A0CLab0

(C○)2 . (6)

Here, the binding free energy is a linear function of the linker con-
centration and the equilibrium constants of the two half–bridge
reactions K i

eq.
The predictions of this scaling result match predictions from

the full model when the binding free energy is weak. Figure 5 shows
a comparison between the melting temperature predicted from the
full model [Eq. (2)] and the melting temperature predicted by the
scaling limit [Eq. (6)] for different linker concentrations, grafting
densities, and linker sequences. These predictions collapse to a sin-
gle curve, which falls nearly along y = x, indicating that the scaling
limit captures the essential physics near the melting transition. The
fact that the scaling limit slightly overestimates the melting temper-
ature likely results from the assumption that the hybridization yield
χ is very small. In practice, the hybridization yield at the melting
transition will be finite for low grafting densities, which weakens the
binding free energy, an effect captured by the full model.

Most importantly, the collapse of the scaling predictions shows
that the melting temperature is determined by an equilibrium
between free linkers and bridges, and that Eq. (6) can be used to
accurately predict the binding free energies, given a set of linker
sequences and concentrations. Indeed, all of the variables in Eq. (6)
can be controlled, determined from experimental measurements, or

FIG. 5. Comparing predictions of the melting temperature from the full model and
the scaling limit 1. (a) At high temperatures, bridge formation is dominated by
hybridization of free linkers from solution. (b) Predictions of the melting tempera-
ture from the full model Tmodel

m vs predictions of the melting temperature from the
scaling limit 1 Tscaling

m for different sequences, grafting densities, and linker con-
centrations. The color indicates the sticky-end length and thus hybridization free
energy: 12 bp (black), 11 bp (blue), 10 bp (orange), 9 bp (purple), and 8 bp (green).
The symbol type indicates the number of DNA molecules per particle: 10 000 (cir-
cle), 3000 (square), and 920 (triangle). The solid black line shows y = x, and the
gray band shows a range of Tmodel

m ± 5○C. Note that the linker is twice the length
of the sticky end since the linker is comprised to two binding domains.

predicted from the DNA sequences. For example, the particle size
a and the linker concentration CLab0 are specified by the experi-
menter; the DNA grafting density can be measured by flow cytom-
etry;13,23,24 and the equilibrium constants can be predicted from the
DNA sequences using the nearest-neighbor model.43 Therefore, for
a given set of linker sequences, particle sizes, and grafting densities,
Eq. (6) can be used to select linker concentrations that will tar-
get a user-specified melting temperature, at which an equilibrium
self-assembly experiment can then be performed.

It is worth pointing out that the binding free energy within the
high-temperature limit is similar to an earlier mean-field model due
to Crocker and co-workers. Starting with the same two-sphere parti-
tion function, they showed that the binding free energy is simply the
average number of bridges multiplied by the thermal energy, under
conditions at when the hybridization yield χ is negligibly small:23

ΔFa/kBT ≈ − χNb = −⟨Nb⟩. Assuming that bridges form exclusively
via the molecular reaction A + Lab + B ⇌ ALabB [Fig. 5(a)], the
hybridization yield is given by

χ = KAL
eq K

BL
eq

bCA0CLab0

(C○)2 . (7)

Therefore, multiplying this expression for the hybridization yield χ
by the number of potential bridges Nb = πaδ2NavCA0 reproduces the
result that we found in Eq. (6).

The final observation within the high-temperature limit is that
the binding free energy is proportional to the equilibrium constants
of the two half–bridge reactions and is thus an exponential func-
tion of the hybridization free energies. A direct consequence of
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this dependence is that small differences in the hybridization free
energies between DNA molecules are compounded into large dif-
ferences in the binding free energy. Interestingly, this sensitivity
to the hybridization free energies, and thus the DNA sequences,43

should enhance the specificity of binding between DNA-coated col-
loids as compared to binding of complementary DNA molecules in
solution.

With only a four-letter alphabet, we are all but guaranteed to
have some undesired overlap between sequences in a complex mix-
ture containing hundreds of unique linker species. The combina-
torics of the sequence design space have been worked out by Wu
et al.46 They determined that the number of unique sequences of
length N without any undesired overlaps longer than M − 1 is given
by P = (4M − 4M /2)/(2 × (N − M + 1)) if M is even. Therefore, if
N = 11 and M = 6, there are P = 336 unique sequences that do not
have 5 bp or longer off-target overlaps. A sticky-end sequence with
11 nucleotides (nt) is completely sensible within the model devel-
oped here. In fact, the blue symbols within Fig. 5 correspond to a
sticky-end length of 11 nt. Therefore, it is possible to design a suffi-
cient number of sequences to program the assembly of the structures
in Fig. 1. However, do the sequence overlaps compromise the speci-
ficity of binding and thus undermine the premise of using linkers to
program fully addressable assembly?

A simple back-of-the-envelope estimate suggests that off-target
binding is insignificant. The average change in the Gibbs free energy
per base pair upon hybridization is roughly −1.4 kcal/mol at 37 ○C.43

Therefore, the hybridization free energy of a full 11-bp complement
is −15.4 kcal/mol, and the hybridization free energy of a 5-bp, off-
target sequence is −7 kcal/mol. Consider the scenario in which one
binding domain is complementary and the other domain has a 5-
bp, off-target overlap. The relative binding free energies between
this scenario and the fully complementary case, in which the linker
forms all 22 base pairs, would be roughly 10−6. The scenario in which
both binding domains of a linker have 5-bp, off-target domains is
even better. There, the relative binding free energies between the on-
target and off-target sequences would be roughly 10−12. Therefore, it
seems plausible that the vast majority of the 336 unique linkers with
11-nt binding domains could be used to program the self-assembly
of complex, prescribed structures.

2.Limit 2: Re-entrant melting

Whereas the high-temperature limit told us about the concen-
tration dependence of the melting transition, the low-temperature
limit tells us about the re-entrant transition to the gas phase. Tak-
ing the limit in which K i

eqCLab0/C○ ≫ 1, the binding free energy
reduces to

ΔFa
kBT
= −πaδ2Nav

bC2
A0

CLab0
(8)

(see the supplementary material for details).
Examining Eq. (8) highlights three unique features of the low-

temperature limit: (1) The binding free energy per kBT does not
depend on the temperature nor the linker sequence since the equi-
librium constants do not appear in the expression; (2) the binding
free energy is proportional to the square of the grafting density; and
(3) the binding free energy is inversely proportional to the linker

concentration. In contrast to the behavior in limit 1, increasing
the linker concentration within limit 2 decreases the binding free
energy.

This new limiting behavior again arises from molecular-scale
reactions. At low temperatures, the system will tend to maximize
the number of base pairs to lower its energy. Therefore, bridge for-
mation will be driven by a competition between half-bridged and
bridged states since both have all possible bases paired. For example,
Fig. 6(a) illustrates a molecular reaction whereby two half-bridged
states ALab and BLab react to form a bridge plus a free linker. Assum-
ing ΔGALabB = ΔGALab + ΔGBLab , the change in the hybridization free
energy of this reaction is 0, explaining the absence of the equilibrium
constants in Eq. (8). Furthermore, in the limit where the hybridiza-
tion yield of bridges χ is small, yet the grafted strands are bound to
linkers, the hybridization yield is given by

χ =
bCA0

CLab0
. (9)

Therefore, we can see that the right-hand side of Eq. (8) is again
simply −⟨Nb⟩, but now for the molecular reaction ALab + BLab
⇌ ALabB + Lab instead of for the reaction A + Lab + B⇌ ALabB (see
the supplementary material).

The predictions of the re-entrant concentration from the scal-
ing limit match predictions from the full model at high grafting
densities. Setting ΔFa = ΔFcoex, Eq. (8) can be rearranged to find
the linker concentration at the re-entrant melting transition, which
I call the re-entrant concentration CLab0,re. Figure 6(b) shows predic-
tions of the re-entrant concentration from the full model [Eq. (2)]

FIG. 6. Comparing predictions of the re-entrant linker concentration from the full
model and the scaling limit 2. (a) At low temperatures, bridge formation is dom-
inated by competition between half-bridged and full-bridged configurations. (b)
Predictions of the re-entrant concentration from the full model Cmodel

L0,re vs predic-

tions of the re-entrant concentration from the scaling limit 2 Cscaling
L0,re for different

sequences and grafting densities. Predictions for different sequences overlap and
cannot be differentiated. The symbol type indicates the number of DNA molecules
per particle, increasing from 300 (+) to 38 400 (circle) by factors of two. The solid
black line shows y = x, and the gray band shows a range of Cmodel

L0,re multiplied or
divided by a factor of three.
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against predictions from the scaling limit [Eq. (8)] for different graft-
ing densities. At high grafting densities, the full-model predictions
match the scaling predictions (they fall along y = x). Predictions of
the full model diverge from the scaling predictions at low grafting
densities. Below grafting densities of roughly 2400 DNA molecules
per 1-μm-diameter particle, the scaling prediction overestimates the
re-entrant concentration. This deviation results from the fact that
the extent of reaction required to induce assembly is finite and the
simplifying assumption that ln(1 − χ) ≈ K′eq is no longer accurate.
However, the scaling predictions for densities typical of equilibrium
assembly experiments—roughly 20 000 DNA molecules per 1-μm-
diameter particle—are in excellent agreement with the predictions
of the full model, showing that the scaling limit can again be used to
design experiments.

The final observation within this limit concerns the squared
dependence of the re-entrant concentration on the grafting density.
One might be tempted to conclude that the re-entrant transition
back to the fluid phase is a trivial consequence of there being more
linkers in solution than grafted DNA molecules. A corollary of this
explanation is that the re-entrant concentration would be directly
proportional to the grafting density. The fact that the re-entrant con-
centration depends on the grafting density squared shows that this
interpretation is incorrect. Moreover, returning to the predictions
of the full model in Fig. 3(c), we can see that the re-entrant tran-
sition occurs only when there are 3–4 orders of magnitude more
linkers in solution than grafted strands. The reason that the simple
intuition fails is central to many problems in soft-matter physics:
entropy. Whether or not the system prefers to link particles together
to induce assembly or to passivate them to prevent binding depends
on the entropy penalty associated with plucking a linker from solu-
tion and binding it to particles. As I have shown, capturing these
subtleties and going beyond our intuition, which can be misleading
when dealing with systems in which entropy plays a dominant role,
requires a statistical-mechanical approach.

IV. CONCLUSIONS
In this work, I developed a simple mean-field model of linker-

mediated interactions between colloids. Using this model, I showed
that the interactions have a number of interesting features, such as
a nonmonotonic dependence on the linker concentration, as well
as a temperature-independent, strong-binding limit. I also devel-
oped two scaling limits, which agree well with the predictions of
the full model when the binding free energy is comparable to kBT.
These two scaling limits provide convenient closed-form analyt-
ical expressions that can be used to design DNA sequences or
select linker concentrations for future experiments in programmable
self-assembly.

Whereas this paper focused specifically on linker-mediated
interactions between DNA-coated colloids, the models developed
herein could be used to describe other systems in which weak, mul-
tivalent binding is induced by free linkers dispersed in solution. The
linkers could be divalent molecules, as considered here, or small col-
loidal particles with specific attractions that bridge large particles
together. Indeed, a number of recent experimental and theoretical
reports have explored various possibilities of using soluble linkers
to control interactions and subsequent self-assembly of colloidal

particles.29,30,47–52 One feature that is common to all of these studies
is a re-entrant transition to a fluid phase at high linker concentra-
tions. Therefore, the re-entrant transition appears to be a generic
feature of linker-mediated assembly.

One benefit of the model presented here is that it provides
both a thermodynamic and a molecular-scale interpretation of the
re-entrant transition. While earlier models also make predictions
regarding the re-entrant transition, it is difficult to deduce the
underlying mechanisms directly from the bulk phase behavior.47,48,50

Because the core of our approach is a network of chemical reactions
that leads to bridge formation, we can use the principles of chemi-
cal equilibrium and mass action to interpret the emergent binding
free energy. For instance, we found that the re-entrant transition
is governed by a reaction in which two half-bridges combine to
form a bridge while simultaneously liberating a free linker. In other
words, near the re-entrant transition, bridge formation is essen-
tially a bimolecular chemical reaction. Therefore, we can think of
the squared dependence of the binding free energy on the grafting
density as arising simply from mass action: In dynamic equilibrium,
the average number of bridges is proportional to the product of the
two grafting densities. Similarly, we can understand the observa-
tion that the binding free energy gets weaker upon increasing linker
concentration. This trend arises from the fact that a linker is lib-
erated upon bridge formation. Therefore, adding additional linkers
shifts the equilibrium away from the bridged state and thus weakens
the binding free energy. In both cases, these effects are completely
entropic.

Going forward, these findings may also open new possibili-
ties for programming dissipative pathways to self-assembly. While
this article described the utility of linker-mediated interactions
for equilibrium assembly, there is growing interest in pursuing
new non-equilibrium pathways as well. Because the sequences and
concentrations of DNA oligomers dispersed in the solution can be
easily modified in situ, the interaction matrix can, in principle, be
programmed to vary in time and in space. For example, by creat-
ing more complex chemical reaction networks than those described
above, it should be possible to integrate logic circuits,53 biochem-
ical oscillators,54,55 all-or-none switches,56,57 or reaction-diffusion
patterns58,59 into colloidal self-assembly. The incorporation of these
types of dynamical systems into self-assembly could provide com-
plementary pathways to programming more exotic materials than
specificity alone.

SUPPLEMENTARY MATERIAL

A detailed development of the model is available in the supple-
mentary material.
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